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Abstract—Today, big data analytics is valuable for text analytics, machine learning, predictive analytics, data mining, statistics, and businesses. Quantum computation (QC) is an attractive tool to perform faster processing speed for big data analytics, because QC has been shown to solve efficiently some hard problems for conventional computers. Currently, a small scale QC with various quantum systems has been demonstrated. However, a practical QC is still a significant experimental challenge, because of error accumulation. In this work, we propose a method which can alleviate the requirement on error correction for encoded qubits. This novel method improves the tolerance against errors and will pave the way for constructing a practical QCs.

I. INTRODUCTION

Quantum computation (QC) has a great deal of potential [1]. Although small-scale quantum circuits with various qubits have been demonstrated [2], [3], a large-scale quantum circuit that requires scalable entangled states is still a significant experimental challenge for most candidates of qubits. In continuous variable (CV) QC, squeezed vacuum states (SVs) with the optical setting have shown great potential to generate scalable entangled states because the entanglement is generated by only beam splitter (BS) coupling between two SVs [4]. However, scalable computation with SVs has been shown to be difficult to achieve because of the accumulation of errors during the QC process [5]. Because noise accumulation originates from the continuous, nature of the CVQC, it can be circumvented by encoding CVs into digitized variables using an appropriate code, such as Gottesman–Kitaev–Preskill (GKP) code [6], which are referred to as GKP qubits in this work. Menicucci showed that CV-FTQC is possible within the framework of measurement-based QC using SVs with GKP qubits [5]. Moreover, GKP qubits keep the advantage of SVs on optical implementation that they can be entangled by only BS coupling. Hence, GKP qubits offer a promising element for the implementation of CV-FTQC.

To be practical, the squeezing level required for FTQC should be experimentally achievable. Unfortunately, Menicucci’s scheme still requires a 14.8 dB squeezing level to achieve the FT threshold \( p_{\text{FT}} = 2 \times 10^{-2} \) [7], [8]. Thus, another twist is necessary to reduce the required squeezing level. It is analog information contained in the GKP qubit that has been overlooked because the GKP qubit has been treated as only a discrete variable (DV) qubit. The effect of noise on CV states is observed as a deviation in an analog measurement outcome, which includes beneficial information for quantum error correction (QEC). Harnessing the wasted information for the QEC will improve the error tolerance compared with using the conventional method based on only bit information. In this work, we propose a maximum-likelihood method (MLM) using the analog outcome to improve the error tolerance.

II. LIKELIHOOD-FUNCTION

In this section we review the GKP qubit and likelihood function. The GKP qubit, which encode a qubit in an oscillator’s \( q \) (position) and \( p \) (momentum) quadratures, is proposed by Gottesman, Kitaev, and Preskill to correct errors caused by a small deviation in the \( q \) and \( p \) quadratures [6]. The basis of the GKP qubit is composed of a series of Gaussian peaks of width \( \sigma \) and separation \( \sqrt{\pi} \) embedded in a larger Gaussian envelope of width \( 1/\sigma \). In the case of finite squeezing, the GKP qubits are not orthogonal and there is a probability of misidentifying \( |0\rangle \) as \( |1\rangle \), and vice versa. The probability \( p_{\text{corr}} \) that we identify the correct bit value is the portion of a normalized Gaussian of a variance \( \sigma^2 \) that lies between \(-\sqrt{\pi}/2 \) and \( \sqrt{\pi}/2 \) [5]:

\[
p_{\text{corr}} = \int_{-\pi/2}^{\pi/2} dx \frac{1}{\sqrt{2\pi\sigma^2}} \exp(-x^2/2\sigma^2).
\]

In the measurement we make a decision on the bit value \( k(=0,1) \) from the measurement outcome \( q_m = q_k + \Delta_m \) to minimize the deviation \( |\Delta_m| \), where \( q_k(k=0,1) \) is defined as \((2r+k)\sqrt{(r = 0, \pm 1, \pm 2, \cdots)}\), shown in Fig.1(a). If we consider only digital information \( k \), as in conventional QEC, we waste the analog information contained in \( \Delta_m \). In our method, we propose a MLM to improve our decision for the QEC using analog information. We define the true deviation \( |\hat{\Delta}| \) as the difference between the measurement outcome and true peak value \( \hat{q}_k \), that is, \( |\hat{\Delta}| = |\hat{q}_k - q_m| \). We consider the following two possible events: one is the correct decision, where the true deviation value \( |\hat{\Delta}| \) is less than \( \sqrt{\pi}/2 \) and equals to \( |\Delta_m| \) as shown in Fig.1(b). The other is the incorrect decision, where \( |\hat{\Delta}| \) is greater than \( \sqrt{\pi}/2 \) and satisfies \( |\hat{\Delta}| + |\Delta_m| = \sqrt{\pi} \), as shown in Fig.1(c). Because the true deviation value obeys
the Gaussian distribution function \( f(\Delta) \), we can evaluate the probabilities of the two events by

\[
f(\Delta) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\Delta^2/(2\sigma^2)}.
\]

In our method, we regard function \( f(\Delta) \) as a likelihood function. The likelihood of the correct decision is calculated by \( f(\Delta) = f(\Delta_m) \). The likelihood of the incorrect decision, whose \( |\Delta| \) is \( \sqrt{\pi} - |\Delta_m| \), is calculated by \( f(\Delta) = f(\sqrt{\pi} - |\Delta_m|) \). Using this likelihood function, we can reduce the decision error on the entire code word by considering the likelihood of the joint event and choosing the most likely candidate in QEC.

III. QUANTUM ERROR CORRECTION WITH ANALOG INFORMATION

We demonstrate that the proposed MLM improves the error tolerance on a concatenated code, which is indispensable for achieving FTQC. The use of a MLM for a concatenated code was proposed with a message-passing algorithm by Poulin [9], and later Goto and Uchikawa [10] for Knill’s \( C_4/C_6 \) code [7]. Because previous proposals have been based on the probability of the correct decision given by Eq. (1), the error correction provides a suboptimal performance against the Gaussian quantum channel (GQC) [6], [11]. By contrast, our method harnesses analog information using the likelihood functions of measured deviation \( f(\Delta_m) \) and \( f(\sqrt{\pi} - |\Delta_m|) \). We applied our method to the \( C_4/C_6 \) code and simulated the QEC process for the \( C_4/C_6 \) code with the conventional [10] and proposed MLM using the Monte Carlo method. In Fig.2, the failure probabilities up to level-5 of the concatenation are plotted as a function of the data qubit’s deviation. The results confirm that our method suppresses errors more effectively than the conventional method. It is also remarkable that our method achieves the hashing bound of the standard deviation for the quantum capacity of the GQC \( \sim 0.607 \), which corresponds to the squeezing level of 1.3 dB and has been conjectured to be an attainable value using the optimal method [6], [11]. This result implies that our technique improves the GKP qubit into one of the optimal encoded states against the disturbance in the GQC. By contrast, the concatenated code with only digital information achieves the hashing bound \( \sim 0.555 \) [6], [11], which corresponds to the squeezing level of 2.1 dB.

IV. CONCLUSION

We proposed a MLM, which used not only digital information but also analog information for an efficient QEC based on GKP qubits. Numerical results showed that our method improved the error tolerance the concatenated code and is one of the optimal codes against the disturbance of the GQC. Our method will initiate a new approach to build a practical FTQC using both digital and analog information for the QEC. Although it is still difficult to experimentally generate GKP qubits with the squeezing level required for FTQC [5], our method can alleviate this requirement and will encourage experimental developments.
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Abstract—We present an adaptive technique for path tracing on a GPU without the use of atomic instruction. The technique improves the efficiency of the current state of the art parallel path tracing methods. Our method uses a stream compaction algorithm to generate, in parallel, a list of pixels to be traced, also called a sample stream, which may contain multiple samples for each pixel. To accelerate the convergence, we choose pixels to be traced by predicting the square error reduction rate, which is computed by comparing the past path tracing result and its filtered version with a bilateral filter. Then, we use traditional stream compaction path tracing for the generated sample stream and accumulate the result iteratively, in parallel. We show that our method is up to 2.6 times faster compared to previous parallel path tracing techniques for equal-quality rendering. We also analyze how much improvement has been achieved in different scenes and discuss the limitations of our method.

I. INTRODUCTION

Light transport problems used to be practically impossible to solve interactively because of their complexity. However, the advances made in general purpose graphics processing units (GPGPU), now means these problems can be solved interactively by using a massive amount of threads on a GPU. While a naive GPU implementation can speed up the path tracing algorithm, this does not take full advantage of the computing power of the GPU due to the uneven workload between threads. To solve this, several methods [1] [2] [3] [4] that make better use of the parallel computing capability have been implemented. However, little research has been done on efficient adaptive path tracing on a GPU.

In this paper, we propose a solution to this problem; we propose adaptive path tracing on a GPU with minimal synchronization. Our method spends the computing power on the erroneous pixels, instead of the whole image, and achieves improvements in the overall path tracing performance. From our experiments, we conclude that our method can increase the computation speed by up to a factor of 2.6 compared to previous parallel path tracing methods with equal-quality rendering.

II. ADAPTIVE PATH TRACING WITHOUT ATOMIC INSTRUCTION

There are two main problems in adaptive path tracing on a GPU: thread-pixel assignment and the accumulation of results. The assignment problem is how to assign a pixel to each thread because we have to do everything in parallel, implying that we do not have synchronization between threads, since the parallel adaptive method usually processes one pixel on multiple threads; thus a naive adaptive implementation uses atomic operations to assign samples to threads. Next, the accumulation problem is in regard to the output from adaptive path tracing; it is most likely that we get multiple results for the same pixel because we try to trace erroneous pixels multiple times. With these results for the same pixel, we should not naively write the result to the image buffer simultaneously because a memory access conflict will occur and this slows down the computation.

We have developed a technique that can efficiently generate a list of pixels to be traced, which we call a sample stream. This sample stream is proportional to the estimated error reduction ratio for each pixel and the result can still be efficiently accumulated from a path tracer to the image buffer in parallel without causing conflict.

A. Method Overview

Figure 1 illustrates our method. Our method begins with creating an initial image by tracing a set of paths for each pixel. The number of paths is the same for all pixels. We use the light vertex cache bidirectional path tracing method developed by Davidovic et al. [1] because it is the most efficient GPU path tracing method we have tested. The image obtained by this process is then filtered with a bilateral filter. We calculate the difference between the unfiltered and filtered intensities of the pixels then use this to estimate the error reduction, which tells us how much the difference between the final result and the current result will be reduced by after some additional samples. After that, we use the error reduction data as a probability to determine whether additional paths from the viewpoint (eye paths) should be traced for each pixel or not. Next, we generate multiple sets of pixels to be traced iteratively based on the probability and combine all these sets together and call this a sample stream. We then trace the eye paths for the pixels in the sample stream and accumulate the contributions from each set in the image buffer.

III. RESULT

Figure 2 shows the root mean square error (RMSE) of the result using our method, compared with the stream compaction
method [5] and the adaptive atomic instruction method, plotted against rendering time for three scenes. The adaptive atomic instruction method was implemented by initially sampling a scene, filtering it with the bilateral filter then calculating the square error value of each pixel just as in our method.

the result via atomic instructions on a GPU. As demonstrated by Figure 2, the convergence speed using our method is faster than those using the other methods. For example, when compared to the methods using stream compaction and atomic instructions only, our method was up to 2.6 and 3.0 times faster, respectively. The method using atomic instruction underperformed when the system could not approximate the error of each pixel accurately enough. We should be able to improve our method efficiency by adjusting the sample stream layout, but due to the time limitation, we plan to adjust it in future work.

IV. CONCLUSION

We have proposed an efficient adaptive path tracing method on a GPU. Our method outperforms the previous state of the art GPU path tracing techniques in that it is up to 2.6 times faster for equal-quality rendering. The outperformance continues as long as the filtered image can faithfully estimate the square errors of the result. However, due to the time limitation we cannot compare our method against other novel adaptive path tracing methods, which we plan to do in future work. Our filter may fail to faithfully estimate the square errors when we use parameters inappropriate for the scene to be rendered. Our filter requires many parameter adjustments, which are not intuitive and may be a tedious task. It is interesting to solve this problem by using a machine learning approach or more advanced filters. Our method can also be improved by adjusting the sample stream layout to be more cache friendly and thereby increase its performance.
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Fig. 1. An overview of our method.
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Fig. 2. Convergence-time plot of the three scenes in logarithmic scale.
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Abstract—In this paper, we try to guess feature associations from limited knowledge. That is, given two object sets with their feature sets, our task is to guess associations between features, where only a small part of associations is presented. We call the known associations as “hints”. To achieve this goal, we build common clusters across all the features, where the known associated features will be clustered into a common cluster. For other features, they will be clustered based on their similarities with hints. Technically speaking, we use the Non-negative Tri-factorization to do the clustering on all features. A Laplacian constraint is proposed to guarantee associated features will be put in the same cluster. We experimentally show that the proposed method can guess many meaningful associations.

I. INTRODUCTION

In this paper, we study a problem of guessing feature association. That is, considering two object sets \( O^1 = \{o_1^1, o_2^1, \ldots, o_n^1\} \) and \( O^2 = \{o_1^2, o_2^2, \ldots, o_m^2\} \), where objects in \( O^1 \) are described by feature set \( F^1 = \{f_1^1, f_2^1, \ldots, f_{s_1}^1\} \) and objects in \( O^2 \) are described by another feature set \( F^2 = \{f_1^2, f_2^2, \ldots, f_{s_2}^2\} \). Some “hints” of associations, which are partial associations between two feature sets, are assumed already known. The target to finding the association between remaining features.

We proposed a novel method for finding the feature associations. To guess the missing associations, our method tries to find new associations by the knowledge from known associations (hints). Once new associations are detected, they can be added to known association set. Thus, we are able to use the new known association set to furtherly find new associations. By repeating this process, finally all the possible associated feature pairs can be detected. For the performance and scalability, we formulate this clustering-based method by Non-negative Tri-factorization and experimentally show its ability for guessing associations.

II. BASIC IDEA AND ALGORITHM

The basic idea of our method is illustrated in Figure 1.

Here, we have two object-feature relation tables, where \( f_1^1, f_2^1, f_3^1, \ldots \) are the features of objects \( o_1^1, o_2^1, o_3^1, \ldots \). If a object contains the feature, the corresponding position will be 1 as shown in Figure 1a. Additionally, we also have two associated feature pairs: \( f_1^1 - f_2^1 \) and \( f_2^1 - f_2^1 \). Firstly, we merge the associated features into one. After that, by only focus on the merged ones, we can construct the vector representation of objects with the same dimensions. For example, in Figure 1b, \( f_1^1 \) and \( f_2^1 \) are merged as \( f_1 \) as well as that \( f_2^1 \) and \( f_2^2 \) are merged into \( f_2 \). With these constructed vectors, we perform clustering on objects. As the result, the objects in different sets may be clustered into one object cluster just like Figure 1b. Here, cluster \( c_1 \) contains object \( o_1^1, o_2^1, o_3^1 \) while cluster \( c_2 \) contains object \( o_2^2, o_3^2 \). Moreover, by representing features with object clusters, we can perform clustering on features to find new associations. This is illustrated in Figure 1c. It is easy to find that under the object cluster representation, \( f_1^1 \) and \( f_2^1 \) have the same vector. Thus, we found a new association \( f_1^1 = f_2^1 \). Once new associations are found, we merge into one and repeat the whole process until no new associations can be found.

To improve the performance for large scale data, instead of the two-phases algorithm, we embed features into a common space by tri-factorization proposed by [Long 05]. In this common space, the associated features are guaranteed to have the same vector representation. We formulated our idea into the algorithm 1.

Data: Object-feature relation matrix: \( D^1, D^2 \), feature relation matrix: \( W \), feature set \( F^1 \) and \( F^2 \), object set \( O^1, O^2 \), Dimension Parameter: \( N, M \)

Result: Associated feature pairs

Initialize random non-negative matrix \( L^1, C^1, R^1, L^2, C^2, R^2 \), where \( C^1, C^2 \in R^{+N\times M} \);
\( K = D - W \), where \( d_{ii} = \sum_j w_{ij} \);
Solve the following tri-factorization problem:
\[
\text{argmin}_{L^1, C^1, R^1, L^2, C^2, R^2} \| D^1 - L^1 C^1 R^1 \| + \| D^2 - L^2 C^2 R^2 \| + \lambda (R^1)^T K (R^2) \]
Assign column vector in \( R^1 \) and \( R^2 \) to each feature in order;
for each vector \( v^1_{ij} \) in \( R^1 \) do
Find the nearest vector \( v^2_{ij} \) in \( R^2 \);
Print \((F^1_j, F^2_j)\) as associated feature pair.
end

Algorithm 1: Tri-factorization for Association Learning

Here, \( D^1 \in R^{|O^1|\times|F^1|}, D^2 \in R^{|O^2|\times|F^2|} \) are the relation matrix, where \( d_{ij} = 1 \) if object \( o_i \) contains feature \( f_j \). \( W \in R^{|F^1|\times|F^2|\times|F^1|} \) is called feature relation matrix. It is constructed from the following rules:
- if \( i \leq |F^1| and j \leq |F^1|, w_{ij} = 0 \)
- if \( i \geq |F^1| and j \geq |F^1|, w_{ij} = 0 \)
keep nouns. As the result, the number of french words is 4,783 and for English, it is 6,020. By using English-French dictionary, we select 500 pairs of word with similar meaning as the associated features. By applying the proposed algorithm, we get the vector representation of words in a common space. We set \( \lambda = 300 \), \( N \) to 250 and \( M \) to 250. After this, we show the ability of finding associations, we clustered English/French into common clusters. If our algorithm works, we should find associated words in the common cluster, excluding the given associated words. Because of the space limitation, here we only give one example of the common clusters. As shown in Table I, for the ease of reading, the common cluster are splitted into English words and French words. We can see that many associated words are successfully clustered into the common cluster, e.g. cardiologue and cardiologist, peau and skin, etc.

### Table I: Content of common cluster

<table>
<thead>
<tr>
<th>French</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>température</td>
<td>temperature</td>
</tr>
<tr>
<td>malaria</td>
<td>malaria</td>
</tr>
<tr>
<td>cardiologue</td>
<td>cardiologist</td>
</tr>
<tr>
<td>accordéon</td>
<td>rigor</td>
</tr>
<tr>
<td>peau</td>
<td>skin</td>
</tr>
<tr>
<td>respirateur</td>
<td>respirator</td>
</tr>
<tr>
<td>élu</td>
<td>élue</td>
</tr>
<tr>
<td>degustation</td>
<td>degustation</td>
</tr>
<tr>
<td>ombre</td>
<td>ombre</td>
</tr>
<tr>
<td>bijou</td>
<td>bijou</td>
</tr>
<tr>
<td>bras</td>
<td>bras</td>
</tr>
<tr>
<td>jambe</td>
<td>jambe</td>
</tr>
<tr>
<td>occurrence idylle</td>
<td>occurrence idylle</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

### III. Experiment

To validate the ability of proposed method, we performed a preliminary experiment. We take the English/French news articles between 1996-08-20 and 1996-08-25 from Reuters Corpora [Lewis 04]. Detailely speaking, the English news articles are selected from RCV1 (i.e. Reuters Corpus Volume 1) while the French news articles are selected from RCV2 (i.e. Reuters Corpus Volume 2). Articles are the objects and words are treated as features. We use all the 2,000 articles in French and randomly sampled 2,000 English articles from total about 20,000 articles to balance the size of dataset. After morphological analysis by tree-tagger [Schmid 13], we only keep nouns. As the result, the number of French words is 250 and the number of English words is 2,000.

By considering each feature as a vertex and connect the associated feature pairs, we can get a bi-graph \( G \). It is easy to know that the matrix \( K \) is the laplacian matrix of graph \( G \). According to [Cai 11], the laplacian constraint can make sure the associated features always have similar vector representation in the common space.

### IV. Conclusion and Future Works

This paper proposed a general method for feature association guessing and give a tri-factorization formulation of the method. The tri-factorization formulation enjoys both the performance from NMF and the generalness of our idea. We also showed that the algorithm works as expected through a preliminary experiment. However, because of the deviation of data, we failed to get the “common sense” associations (i.e. the associated words in dictionary). In future, to solve this problem, (1) we would like to construct a more consist dataset. For example, we can select in a longer duration as well as limit the categories. (2) Because many words have different meanings under different contexts, we also would like to take semantic information into our consideration.
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Abstract—In this paper, we present an implementation of WiFi-based indoor positioning system using estimated reference locations. In case of general WiFi based indoor positioning systems, the database of WiFi access points is constructed by gathering pairs of MAC address and received signal strength indicator (RSSI) value of each known reference location. However, this task requires high cost since the administrator should know the actual position of each reference location. In the proposed approach, the database is constructed by gathering MAC-RSSI pairs using a reference device moving in a constant speed with simple direction. Assuming a constant speed, the location of each reference point can be estimated from the velocity. Estimation accuracy evaluation results show that user’s locations can be roughly estimated.

I. INTRODUCTION

Recently, positioning systems have been widely used in consumer devices. Users’ current position information may help users to navigate themselves to their destination in outdoor environment and even in indoor environment. For indoor positioning systems (IPS), RF signals from wireless local area network (WLAN), Bluetooth, and cellular networks can be utilized to estimate the users’ positions [1]. Among them, we focus on WiFi based IPS since the WiFi coverage is getting higher due to greatly increasing number of private or public WiFi access points in metropolitan areas.

There are a lot of issues to be tackled in IPS. In case of fingerprinting based IPS, the information of access points reachable from user’s location is used for estimating the user’s location by comparing the pre-stored data in the database. Such user’s information is called fingerprint. As for database, we need store the information of access points reachable from a lot of reference points whose locations are known. This database creation requires quite large cost since many data should be collected with their actual positions using precise indoor map or floor plan.

Motivated by this, we are proposing a WiFi based IPS using estimated reference locations [2]. We are trying to develop a method to create database of reference point information which does not require precise reference point locations. Using the proposed system, it is expected the cost of database creation can be dramatically reduced. In the proposed approach, the database is constructed by gathering MAC-RSSI pairs using a reference device moving in a constant speed with simple direction. Assuming a constant speed, the location of each reference point can be estimated from the velocity. In this paper, we present the implementation of the proposed approach with an accuracy evaluation. Evaluation results show that user’s locations can be roughly estimated.

II. PROPOSED APPROACH

Received signal strength indicator (RSSI) is one of the most widely used cues for indoor localization. The RSSI values from wireless access points can be used to estimate the position of user’s mobile device. In general indoor localization systems, a user sends data of wireless access points reachable from the current position to the server and receives the location information.

There are several approaches to estimate positions such as trilateration/triangulation and fingerprinting [3]. In this paper, we focus on the fingerprinting approach since this approach does not require additional hardware installation such as dedicated beacon devices. In this approach, only RSSI values from available access points are required. Also the actual location of each access point does not required. The user positions are estimated by finding the best match of the real time RSSI values in RSSI fingerprint database.

Figure 1 shows the overview of the proposed system. The total system consists of a database construction part (offline phase) and a user position localization part (online phase).

In the database construction part, pairs of MAC address and RSSI value which can be obtained from reachable access points (APs) from each reference point are collected in the target area by using such as WiFi scanning Android OS applications. These MAC-RSSI pairs are gathered every specific period such as one second with walking at a constant speed to estimate the actual location of each reference point. The
Fig. 2: Floor map and direction in the experiment. Normalized position 0 corresponds to the starting point and 1 to the end point.

Fig. 3: Normalized error of each estimated position.

absolute timestamps for each pair is also collected. As a result, a set of pairs of MAC addresses and RSSI values for each reference point is stored as fingerprints in the database.

In the user position localization part, user’s mobile device samples the MAC address and the RSSI value of each access point available at the current user’s position. The procedure of the user’s position estimation is the following.

1. Pick up reference point whose MAC address list includes at least one MAC address of user’s input, and create the set of such reference points. This set is described by $S$.
2. Create the list of unique MAC addresses of user’s input data and $S$. This list is described by $M$.
3. Create location vector, that is fingerprint, for user’s input and references points $S$. Each element of a location vector is given by RSSI value for corresponding MAC address listed in $M$. If no RSSI value is available for a MAC address, the element is set $\emptyset$.
4. Calculate vector distances between user’s input vector and all reference vectors.
5. Output the position which gives minimum distance as the estimated user’s position.

III. IMPLEMENTATION AND EXPERIMENTAL RESULTS

We implemented a part of our approach as an Android application which gathers MAC-RSSI pairs of available access points every specific period. Data is collected in 11th floor of Graduate School of Information and Science Technology Building, Hokkaido University, whose floor map is shown in Fig. 2. The RSSI values are collected from all available access points by walking on the dashed line about 120 m in Fig. 2 with HTC One (M7) android device at constant speed.

The accuracy of the proposed system is evaluated using the user’s input data from the android device. We obtained two sets of data assuming one is for database creation (training) and the other is for position estimation (testing). These are denoted by D1 and D2 in the following. The numbers of samples are slightly different with each other due to slight speed change. Therefore, timestamp normalization is required.

To estimate the user’s location, we need to define vector distances $D(V_u, V_i)$ between user’s input vector $V_u$ and reference vector $V_i$. In this experiment, the following distance is used.

$$D(V_u, V_i) = \frac{1}{N} \sum_{\{j|j \in M, Vuj \neq \emptyset, Vij \neq \emptyset\}} |Vuj − Vij|^2,$$

where $N = \#\{j|j \in M, Vuj \neq \emptyset, Vij \neq \emptyset\}$, $A \geq 1$, and we set 3 to $A$. This parameter $A$ controls the contribution of $N'$, where larger $N$ gives smaller distance. Also thresholding based on $N$ is utilized to remove noise. If $N < 10$, we set large value to the distance.

Figure 3 shows the errors for the Android device. When the same data set is used for both database creation and user’s position estimation, it is obvious that the error is small such as under 0.05 in normalized error, which corresponds to 6 m, as shown in Figs. 3 (a) and (c). In Fig. (c), some large errors can be found. This is because $P_i$ for some neighboring $i$ values are identical. When the different data sets are used for database creation and user’s position estimation, larger error occurs compared to the previous case, as shown in Figs. 3 (b) and (d). However, the maximum error is 0.17 in normalized error, which corresponds to 20 m.

IV. CONCLUSION

In this paper, a WiFi based IPS using estimated reference locations is proposed. In the proposed approach, the fingerprint database is constructed by gathering MAC-RSSI pairs using a reference device moving in a constant speed with simple direction. Estimation accuracy evaluation results show that the proposed approach can estimate user’s location with maximum error of 20 m without any precise reference point locations.
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A Versatile and Energy-Efficient Reconfigurable Accelerator for Embedded Microprocessors
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Abstract—Conventional processors are energy-in-efficient in that they fail to utilize the fact that most of their time and energy are spent on heavily-recursively executed small code segments. A DYNaSTA accelerator, proposed and implemented, is an architectural solution to such a problem. Not only exhibiting around an order of magnitude energy efficiency improvement, the architecture can also exploit full potential of the low-power circuit techniques such as DVFS and power gating.

I. INTRODUCTION

Overwhelming trends toward Internet of Things explain why low energy embedded microprocessors (EMPs) are getting more important than ever. Sources of energy inefficiency in EMP architectures are fairly well understood: the needs 1) to fetch/decode every instruction from memory, 2) to write/read register files to acquire/store operands per every instruction, 3) and to clock numerous numbers of F/Fs for pipelining multiple instructions on a datapath [1]. Given this insight, we may choose to "statically" map those instructions in heavily-executed "recursive codes" to array of ALUs prior to their execution. By running the codes just as combinatory datapath with no registers, 1) to 3) redundancies can be drastically reduced. Though this "reconfigurable accelerator" solution looks straightforward and attractive, there is an inherent drawback: it is hard to cope with complex control flows (i.e., lots of branches) typical in embedded applications. It explains why previous such proposals have focused on simple code segments that do not have a branch [2].

II. ARCHITECTURE

Based on this observation, we have recently proposed abstract architecture for achieving both energy efficiency and versatility in control-rich embedded applications [3]. Contribution of this paper is to materialize the concept into executable micro-architecture, design/verify it in real silicon chip, and evaluate its energy efficiency. Key innovation in our proposal, a DYNaSTA reconfigurable accelerator shown in Fig. 1, is to combine two distinctive array structures different in nature, namely dynamic operand forwarding matrix (DYN), and static ALU array (STA). STA plays a key role in achieving energy efficiency, while DYN does so in versatility.

STA features non-fixed number of stages, where each stage has several ALUs sharing a set of source/destination lines (Fig. 1). For reducing the number of switches hence improving en-ergy efficiency, only parallel instructions are mapped onto a same stage, where branch/jump and load/store instructions go to the 1st and last ALUs, respectively (Fig. 2(b) and (d)). The instructions dependent on preceding ones are mapped onto the next stage. Conditional execution is supported for discarding short forward branches. Appropriate number of STA stages is dependent on the sizes of target codes, while that of ALUs per stage will range from 2 to 8 as

![Fig. 1. DYNaSTA reconfigurable accelerator architecture.](image1)

![Fig. 2. Code mapping policy: (a) an example code, (b) extracted data flow, (c) extracted operand dependency, (d) mapping on DYN and STA.](image2)

![Fig. 3. Tight-integration of Mico32 (base EMP) and the DYNaSTA accelerator.](image3)
in superscalar/VLIW architectures. Note there is no registers hence no clocks in STA.

Difficulty in serving branches in a reconfigurable accelerator lies in that their outcome can never be known apriori: for example (Fig. 2(c)), the “r4” operand in #2 may be produced by #3 instead of #1 when #4 branch is taken. Efforts to ac-commodate such dynamic nature in the ALU array like STA unavoidably degrade its simplicity and regularity hence in-currung energy inefficiency. DYN is a multi-context, bidirec-tional operand forwarding matrix for solving this difficulty: it is reconfigured only when operand dependencies amongst in-tructions are altered on a branch (Fig. 2(c) and (d)). Operands that affected are memorized/forwarded in/from temporary registers. Keeping power-consuming dynamic reconfiguration away from the massive ALU array (and leaving it static) is a key for achieving energy efficiency in DYNaSTA architecture.

III. IMPLEMENTATION

We have designed an EMP with this DYNaSTA accelerator into silicon (Fig. 3). Base EMP is Mico32 [4], which has been chosen because of its typical RISC architecture and opensource RTL code. The accelerator also includes a config-uration loader, which sets whole DYNaSTA configuration prior to execution, and a context controller, which directs re-configuration of DYN. By treating recursive codes that are mapped onto DYNaSTA as subroutines, the read/write path between Mico32’s RF and DYN only needs to cover its ar-guments portion (4 registers, Fig. 3). We have implemented this design with using UMC 0.18um process (Fig. 4 and Table I). Though the size of DYNaSTA is very small, extending it is quite straightforward. The chip is now under fabrication.

IV. EVALUATION

Performance and power consumption of the DYNaSTA acceler-ator are evaluated using sample applications (Table II) based on the synthesized netlist.

Fig. 5 compares power consumption of these codes running on Mico32 and the DYNaSTA. 69% to 86% reductions are observed due mainly to discarded instruction memory access. Logic power consumption is also reduced, whose detailed breakdown is shown in Fig. 6. From Figs. 5 and 6, it is clear that 1) to 3) redundancies mentioned earlier have been successfully removed. Since instructions are executed in parallel in STA (Fig. 2(d)), the proposed architecture not only reduces the power but also enhances its performance (Fig. 7) at a same frequency (100MHz). Resultantly, energy efficiency is improved by 4.5 to 13 times from Mico32 for these sample codes.

V. CONCLUSION

Table 3 reveals reasons of this energy efficiency: though DYNASTA consumes x18.5 more gates than Mico32, its average toggle rate is as low as x0.06 of Mico32. Specifically, gate-consuming STA features only 1.8% toggle rate, which accounts for its relatively low power occupation in Fig. 6.

Filling a chip with simple, regular and energy-efficient array like DYNASTA can become an interesting solution in “Dark Silicon” [5] era (Fig. 8). Here, existing domain-oriented low power circuit techniques such as DVFS and power gating can augment the architecture quite nicely. For instance, since only a few active stages propagate like a “wave” on the array, re-maining numerous “silent” stages can be powered-off systematically for minimizing leak current (Fig. 8). Our next challenges include enhancing DYNASTA with such low-power circuit techniques as well as establishing code mapping SW.
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TABLE II. SUMMARY OF SAMPLE APPLICATIONS.

<table>
<thead>
<tr>
<th>Application</th>
<th># of Instrs.</th>
<th># of Brs.</th>
<th>PE Utilization [%]</th>
<th># of Contexts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibonacci</td>
<td>12</td>
<td>3</td>
<td>24</td>
<td>5</td>
</tr>
<tr>
<td>Sbox</td>
<td>25</td>
<td>2</td>
<td>50</td>
<td>5</td>
</tr>
<tr>
<td>CRC32</td>
<td>18</td>
<td>2</td>
<td>30</td>
<td>5</td>
</tr>
<tr>
<td>Sepa Filter</td>
<td>22</td>
<td>1</td>
<td>44</td>
<td>3</td>
</tr>
</tbody>
</table>

| Table 3 reveals reasons of this energy efficiency: though DYNASTA consumes x18.5 more gates than Mico32, its average toggle rate is as low as x0.06 of Mico32. Specifically, gate-consuming STA features only 1.8% toggle rate, which accounts for its relatively low power occupation in Fig. 6.

Table 3 reveals reasons of this energy efficiency: though DYNASTA consumes x18.5 more gates than Mico32, its average toggle rate is as low as x0.06 of Mico32. Specifically, gate-consuming STA features only 1.8% toggle rate, which accounts for its relatively low power occupation in Fig. 6.
Hardware Accelerator Design for Convolutional Neural Networks with Low Bit Precision
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Abstract—Deep learning, especially the convolutional neural network (CNN), is a state-of-the-art model that can achieve significantly high accuracy in many machine learning tasks. Recently, efficient hardware platforms for accelerating CNN have been thoroughly studied. A binarized neural network has been reported to minimize the multipliers, which consume a large amount of resources, with a minimal decrease in accuracy. In this study, we analyzed the optimal performance of CNN implemented on an field programmable gate array (FPGA) considering its logic resources and a memory bandwidth, using multiple types of parallelisms such as kernels, pixels, and channels both in conventional and binarized CNNs. As a result, it became clear that all the parallelisms are required for the binarized neural network to obtain the best performance.

I. INTRODUCTION

Convolutional neural network (CNN) has recently been gaining attention because of its impressive performance in various applications [1]. However, the performance requirements of practical applications cannot be achieved with a conventional CPU owing to the computational complexity of CNN. Therefore, hardware accelerators have been applied to obtain effective performance. Especially, FPGA accelerators are attracting more and more attention in this research field because of their good performance, high energy efficiency, development cost, and reconfigurability.

In previous studies, Zhang et al. focused on a structure that varied channels in each layer of CNN [2]. The study proposed the optimization method of implementation of CNN on an FPGA. On the other hand, several groups have studied facilitating a hardware implementation, such as a binarized neural network, which is able to reduce the computational resource used. Courbariaux et al. showed that replacing the multipliers with XNOR logics is possible by approximating the weights and inputs to binary with a minimal drop in accuracy [3], [4].

In this study, we analyzed the optimized accelerator for CNN in an environment that can be implemented with an increased number of neurons in the binarized neural network. As a result, we proved all parallelisms, which include channels, kernels, and output pixels not shown in previous works [2], [5], [6], can improve the performance of 8.38 Tera operation per second (TOPS) on a Virtex-7 FPGA when the number of implementable neurons increase by binarized CNNs.

II. CONVOLUTIONAL NEURAL NETWORKS

A. Basics of convolutional neural networks

CNN has been gaining great attention in the field of computer vision because it is inspired by visual cortex. CNN is a multi-layered neural network with an input layer, multiple hidden layers, and an output layer. Within CNN, the hidden layers are referred to as convolutional layers that extract the input feature as feature maps. A subsampling layer is also included in the CNN hidden layers. However, a previous study has shown that convolutional operations occupy 90% of the computation time in the feed-forward process [7]. Therefore, we focused on accelerating the convolutional operations.

CNN employs a feed-forward process as an inference, and a backward process as training, similar to a classical multi-layer neural network. In practical application, the training is processed offline using high performance computing, and the inference is processed online to realize real-time processing.

In this study, we considered AlexNet [8] as a benchmark to compare with previous studies [2], [5], [6].

III. OPTIMIZING ANALYSIS

A. Optimization model

We accelerated the CNN operation to optimize the parallelism by layer, focusing on input and output channels, kernels, and output pixels. Figure 1 illustrates each parallelism. We defined the parallel parameters as follows: $T_n$ as the input channel, $T_m$ as the output channel, $T_r$ as the output pixel of the row, and $T_k$ as the kernel. The parallel patterns we analyzed are as follows:

1) Channel parallelism ($T_n$, $T_m$)
2) Pixel parallelism ($T_r$, $T_c$, $T_k$)
3) Channel and pixel parallelism ($T_n$, $T_m$, $T_r$, $T_c$, $T_k$).

Figure 2 shows an overall view of our design. Each computing engine (CE) has a product-sum tree. The size of the CE $(x)$ that is the number of multipliers, and the number of CEs $(y)$ are parameterized by the parallel parameters shown in Table I.
TABLE I

THE SCALE PARAMETER OF SUM-PRODUCT UNITS.

<table>
<thead>
<tr>
<th>Parallelism</th>
<th>$x$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
<td>$T_n$</td>
<td>$T_m$</td>
</tr>
<tr>
<td>Pixel</td>
<td>$T_k \times T_k$</td>
<td>$T_r \times T_c$</td>
</tr>
<tr>
<td>Channel+pixel</td>
<td>$T_n \times T_k \times T_k$</td>
<td>$T_m \times T_r \times T_c$</td>
</tr>
</tbody>
</table>

B. Analysis in the case of binarized CNN

In binarized CNN, the multipliers are not required in the convolutional layers. Therefore, the internal resource is determined by the number of slices, or logic elements, instead of the DSP units. In binarized CNN, the multipliers in CE can be replaced by XNOR logics [3], [4]. In these studies, a batch normalization [9] is used to maintain high accuracy. However, the calculation of the batch normalization can be omitted in the case of an inference [10]. Therefore, the adder trees occupy the most of resources. We analyzed the performance of binarized CNN using 80% slices of maximum usable slices of a Virtex-7 FPGA implemented with Vivado HLS (v2015.2).

From the result shown in Fig. 3, the performance of the channel and pixel parallelism improved by 10.03 TOPS against the pixel parallelism, which achieved the second highest performance. From these results, the higher parallelism enhanced the performance significantly in the case of binarized CNN.

IV. CONCLUSION

In this paper, we analyzed the optimal parallel CNN accelerator using various parallelisms to obtain the best performance. As a result, we found that the channel and pixel parallelism could achieve the highest performance with low local memory capacity using DSP units in a Virtex-7 FPGA. In addition, we adapted it for binarized CNN that can replace the DSP with XNOR logic. As a result, we obtained the most efficient performance, which is 8.38 TOPS, by using binarized CNN.
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Learning Interior Design using Convolutional Neural Networks
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Abstract—Previous works on interior design have used optimization applied to hand-crafted cost functions. There are works which design their cost functions by following interior design guidelines or through experience, and there are works that start by building statistical models reflecting furniture to furniture’s spatial relationships and then sample from those models. Neural networks, on the other hand, excel at finding the intrinsic relationship among furniture in a design sample, therefore, we propose to apply convolutional neural networks to learning end-to-end interior design.

I. INTRODUCTION

When people buy a new home, the first thing they would do before moving into it is to choose various furniture to furnish their home, which we call the process interior design. During years of practice, interior designers had gained experience, and some of them had summarized their experience as design guidelines. Merrell et al. [1] expressed the design guidelines as mathematical cost functions of furniture’s positions and rotations, then the furniture’s optimal positions and rotations were determined by minimizing those cost functions. Yu et al. [2] proposed a method similar to [1] by designing the cost functions themselves. Fisher et al. [3] proposed to model the relative position and rotation between two categories of furniture as Gaussian Mixture Models. They then fit those models using real design samples. At inference time, they first sampled from those models to initialize furniture’s positions and rotations and then repeatedly adjust them to maximize the likelihood estimated from training samples.

Now we come to the era of Big Data. Our partner MyHome3D Corp., who released an online interior design application that users can use it to design their homes with tens of thousands of 3D furniture models provided by real world furniture companies. MyHome3D also released over one thousand design samples to assist users’ design work and provided us with access to those data. Thanks to their design samples, we are able to apply deep neural networks to learning interior designs.

II. METHOD

When interior designers are asked to design a home, they will first get a floor plan then place furniture into it. Simulating this process, we propose to let the convolutional neural networks (CNN) to act like a designer who accepts a floor plan as its input and outputs a complete design.

Our method is inspired by [4] which used a CNN to produce an output image based on an input image. As their method follows the structure of generative adversarial networks (GAN), it is also called conditional adversarial networks. We refer the reader to their paper for a brief introduction to generative adversarial networks as it is out of the scope of this short paper.

A. Data Preparation

Fig. 1 is a top-down view of a design sample. In our research, we only consider the living room (most often join with the dinning room) as it contains the largest variation both in shape and furniture categories. In addition, we selectively consider the following nine furniture categories that occurs most often in design samples: sofa set, single-person sofa, two-person sofa, TV stand, tea table, cabinet, side table, dinning table set and chair. We extract from each design sample the coordinates of every wall’s corners, the coordinate of every furniture’s center and the rotation angle from 0° to 360° as multiples of 45°. The bottom figure in Fig. 3 is an example of the training sample.
B. Neural Network Structure

We call the CNN that acts like the interior designer as Generator following the convention of GAN. It takes the floor plan as input and outputs a complete design. Following GAN, another CNN called Discriminator is used to learn to distinguish between real design samples and design samples generated by the Generator.

We use U-Net as the structure of the Generator and a three-layer CNN as the Discriminator. The Discriminator serves as a source of loss for the Generator. Besides that, as we only allow the Generator to put furniture within the room, we designed another loss (Eqn. 1) to prevent the shape of rooms from changing.

\[
\text{cross\_entropy}(\text{generated\_design} \ast (1 - \text{room\_mask}) + \text{room} \ast \text{room\_mask}, \text{room})
\]  

During each iteration of training, a floor plan is fed into the Generator, and the Generator outputs a design (Fig. 2). The output of the Generator together with the floor plan are then fed into the Discriminator as negative examples. A training sample together with the floor plan are fed into the Discriminator as positive examples (Fig. 3).

III. EXPERIMENT AND EVALUATION

This research is still on going. We got 600 living room design samples with unique floor plan. 540 of them are used in training, and 60 of them are used in validation. Because it is difficult to evaluate an artistic design numerically so we plan to invite humans to do the evaluation in the future. We plan to present evaluators with an image of real design sample and an image of generated sample side by side, and ask them to choose one from the following three choices (1) The left image is a real design sample. (2) The right image is a real design sample. (3) Cannot distinguish. Our goal is to exceed 25% of the time that a user either chooses (2) or (3).

Every training sample and the predicted output of our neural networks are $32 \times 32 \times 19$ dimensional tensors. Simply mapping categories to colors as in Fig. 3 is not intuitive for evaluation, so we decided to draw a furniture at each furniture predicted location (Fig. 4).
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Abstract—machines based on the Ising model which can solve combinatorial optimization problems is an emerging solution to overcome the performance limit of von Neumann architecture. However, it is difficult to solve practical combinatorial optimization problems by existing approaches of FPGA-based annealing machines, due to the small number of implementable spins. In this paper, we propose the time-division multiplexing Ising machine architecture that efficiently utilizes on-chip memory resources in an FPGA, in order to address large scale combinatorial optimization problems. The evaluation result shows that it is possible to increase the spin number by 64 times compared to the conventional annealing machine.

I. INTRODUCTION

Combinational optimization is a fundamental and practical method to describe and solve various social problems in our daily lives, such as transportation cost optimization. The difficult point to solve such optimization problems is that they are known as NP, so that they can be resolved in a polynomial time. Even if approximate solutions via heuristic approaches are allowed, it takes certainly long computing time to solve them due to their iterative searches of optimal solution points.

In order to overcome inefficiency of the modern von Neumann computers for such optimization problems, an Ising computer has been proposed based on the ”natural computing” paradigm which maps a target problem onto a physical model in nature and observes the obtained status of the physical matters as its computing result. Especially, Yamakawa et al. has proposed a CMOS annealing LSI [2] to accelerate combinatorial optimization problems by utilizing artificial Ising model as electric circuits. Additionally, FPGA-based Ising machines are attractive alternatives for easy development of the systems instead of custom LSIs. One of the main problems of existing FPGA-based Ising machines is the limitation of simulated spin count coming from available hardware resource amount.

In this paper, we explore a novel FPGA-based Ising machine architecture for increasing the simulated spin count. We found that the prior FPGA-based implementations did not utilize on-chip memory blocks as known as “Block RAM” (or “BRAM” in short) in Xilinx FPGAs) on an FPGA effectively. Thus we focus on employing the on-chip memory block to increase the spin count. The contributions of this papers are described as follows:

1) We present a time-division multiplexing architecture of Ising machine on an FPGA that utilizes on-chip memory blocks for the spin count increase. In the prior works, a target Ising structure directly mapped on dedicated hardware spins; each spin is emulated by its own dedicated hardware spin unit. Therefore, the implemented spin count is directly limited by the size of the logic circuit resources. In our approach, we introduce an abstract model to separate the target Ising structure and the hardware structure. Statuses of spins are calculated and updated by time-division spin units with stream spin information suppliers of on-chip memory blocks. It enables to flexibly expand the spin count independently of the available logic circuit resources of an FPGA, such LUTs and registers.

2) We evaluated the efficiency of our proposal by using commercial FPGA synthesis tools. The evaluation results show that our architecture can handle 64 times more spin than previous one.

II. ISING MODEL

\[ H = - \sum_{<i,j>} J_{ij} \sigma_i \sigma_j - \sum_i h_i \sigma_i \] (1)

The Ising model is a statistical model representing the behavior of the spins of a magnetic material. The energy function of the Ising model is represented by the equation (1), where \(\sigma_i\) are individual spin states, \(J_{ij}\) are the interaction coefficients that represent the strength of the interactions between different pairs of spin states, and \(h_i\) is the external magnetic coefficients. The Ising model has the property that the state of each spin is updated so that its energy function is minimized. Therefore, when a combinatorial optimization problem is mapped on to the Ising model, the combination of solution parameters that minimizes its energy can be observed naturally obtained after enough updates of spins as shown in figure 1.
III. ARCHITECTURE

We propose a scalable architecture that processes large combinational optimization problems on limited hardware resources by separating spins of a target problem into both spacial and temporal directions. In this paper, we utilize the chimeric topology [1] for well known optimization problems.

Figure 2 presents the proposed architecture and processing mechanism. In the chimera topology, four complete spins are contained within one Spin Unit. Each internal spin is coupled to the same position spin inside the adjacent Spin Units.

The architecture consists of a spin memory (Spin Memory) that stores the state of all spins, an interaction coefficient memory (Coefficient Memory) that stores the interaction coefficient between adjacent spins, and Spin Update Unit which updates the state of spins row by row including Operator / Pipeline Register (PR) array, where the Operator determines the next state of the according to spin from the state of the adjacent spin and the interaction coefficient. In the Spin Update Unit, there is a constraint that adjacent spins cannot be updated simultaneously [2]. Therefore the pipeline registers are sandwiched between Operators.

The behavior of the architecture is as follows. As mentioned above, four complete spins (local spin) are contained within one spin unit in the chimera topology. This architecture updates sequentially from the local spin 0 in the chimera topology. A target Ising network is separated into 4 sections; We hereinafter call the section "Phase". First, spins in phase 1 shown at the top of the figure 2 are read and transferred to the Spin Update Unit. the interaction coefficients of Phase 0 and Local spin 0 of Phase 2 are read from Spin Memory and Coefficient Memory, respectively. Then, they are transferred to the Spin Update Unit. Based on the read value, the Spin Update Unit updates the local spin 0 of phase 1. The back operator whose PR is inserted in the preceding stage receives the updated spin state from the front operator. This process is similarly performed up to Phase 4. After that, processing for local spin 1 is performed from phase 1 and it is repeated until all the local spins are updated. The architecture repeats this until the Ising model converges.

IV. EVALUATION

Based on results of syntheses, we estimated the number of Spin Units that can be deployed on two architectures on the target board (FPGA : Virtex-7 XC7VX485T). The results for the LUT are shown in figure 3 (a), and figure 3 (b) shows the results for the BRAM. Note that the horizontal axis of figures is not the number of spins, but the Spin Unit (4 spins). The dotted line in the figure 3 is extrapolated based on a small scale implementation.

As can be seen from the figure, since the LUT consumption of the proposed architecture is smaller than that of the conventional method, the proposed architecture can allocate many Spin Units. However, even with the maximum use of 2000 BRAMs of 18 kb (1000 in the case of using 36 kb), there are about 3,300 Spin Units that can be deployed considering BRAM consumption in figure 3. Compared to the conventional architecture, our architecture has the same number of spins by dividing the process into two, and it can handle the spin number over the conventional architecture with division of three or more. Further, if the Ising network is divided by 128, our architecture can hold about 211,000 spins 64 times larger than the conventional architecture.

V. CONCLUSION

In this study, we proposed an annealing machine of the Ising model using BRAM dedicated to combinatorial optimization problem. Compared with the architecture of the previous research, the number of spins that can be processed at the same time is halved because the read bit width of the BRAM is limited. However, by maximizing the use of BRAM, it is possible to deploy 64 times the spin units of the previous research.

In the future, we will study hardware topology and partitioning method required for actual applications. We would like to improve our proposed architecture for more flexibility to the problem.
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Abstract—Next generation sequencing (NGS) achieved producing several billion short DNA sequences or reads. However, the high average error rate of such reads makes it difficult to find rare target sequence changes, e.g., those causing cancer development and different phenotypes between races. The purpose of this study is to detect and correct the sequencing errors as well as to separate mixed genomes. We develop an algorithm meeting this purpose by looking at the base frequencies between differently oriented reads from the same DNA position. We tested the algorithm using data sets of human adenovirus genomic data that we have sequenced using a next generation sequencer.
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I. INTRODUCTION

Next generation sequencing (NGS) has enabled us to sequence DNA bases faster and cheaper than traditional Sanger method. This advantage is achieved by producing several billion short DNA sequences (reads) in parallel [1]. To analyze and to get more information from this big data, we need apply efficient and effective algorithms.

One of the disadvantages of NGS is the higher error rate ($10^{-2}$ - $4 \times 10^{-2}$) than that of Sanger method ($10^{-2}$ - $10^{-3}$) [2]. For this reason, it is difficult to distinguish errors from substitutions or polymorphic sites. In general, majority vote by higher coverage, assumption of probability distribution of errors, specialized library preparation are used to remove errors [3,4,5]. However, if samples contain heterogeneous genomes such as genomes of closely related species, we would exclude a genome with low frequency because these sequences are determined as error.

The goal of this study is to develop a method, which can distinguish errors from substitutions or polymorphic sites. We first determine errors in each site by testing asymmetric distribution of reads (A), and then classify reads into the original genomes they belong (B).

II. METHODS

We applied this algorithm to a real data set (Human Adenovirus (HAdV) species B), which was sequenced by Ion Torrent Personal Genome Machine (PGM) [6]. After 3’ quality clipping was applied to reads by FASTX-Toolkit [7], reads were mapped to reference genomes by Bowtie2 [8]

A. Error Detection

We used not only the frequency of bases, but also the orientation of reads for detecting errors. DNA were fragmented and sequenced randomly in fragments and direction. Thus, reads should be distributed randomly across a genome in the forward and reverse orientation. However, errors would exist in asymmetric orientation in which errors exist more in forward reads than in reverse reads or vice versa. And errors were not changed into same other bases among reads and reads orientation.

Thus, we generated 2 * 4 contingency table, forward/reverse versus Adenine/Thymine/Guanine/Cytosine for each site (TABLE I). And then, we performed Chi-squared test for every site, and tested the null hypothesis that the frequency of bases at the site is not asymmetry. If the null hypothesis was rejected, we determined the site included errors.

<table>
<thead>
<tr>
<th>TABLE I. Contingency Table of Site i</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Read Orientation</strong></td>
<td><strong>The Frequency of Base</strong></td>
</tr>
<tr>
<td></td>
<td>Adenine</td>
</tr>
<tr>
<td>Forward</td>
<td>$F_A(i)$</td>
</tr>
<tr>
<td>Reverse</td>
<td>$R_A(i)$</td>
</tr>
</tbody>
</table>
Fig. I: This shows NGS reads on IGV (Integrative Genomics Viewer). The red horizontal bars are forward reads and blue bar are reverse reads. The places changing color have different bases with reference genome. The vertical width indicate coverage of each sites.

B. Reads Classification

After removing errors by above procedure (A), we cluster sites that included the same base frequencies of segregating for classifying reads. For example, site "a" and site “b” had approximately same base frequencies of segregating sites, so that we could classify reads in which two sites from same frequencies were included (Fig. I). To indicate such relation, we clustered sites by generating $2 \times 4$ contingency table, order of frequency ($f_1(i)$, $f_2(i)$, $f_3(i)$, $f_4(i)$), and then used Chi-squared test for all the combinations of those sites. Finally, we classified reads in which two or more sites from same classification were included.

III. RESULTS

In previous process, we used HAdV speicied B as a reference genome and we obtained mapping read sufficiently (TABLE II).

As a result of method A, 884/35239 sites were detected as error including sites. And then, we applied method B to remaining 34355/35239 sites, and classified into two groups based on the base frequencies of segregating sites. One of the group contained 109/34355 sites which were showed average ratio of $f_1(i)/f_2(i) = 4.18$ suggesting.

Consequently, 4663 reads were classified into two different genomes by method B.

IV. DISCUSSION

In the result of method A, there were some characteristics that detected sites were often nearby homopolymer and had asymmetrical indels (insertion or deletion). This is known as characteristics due to the principle of Ion PGM [4]. Other than that, there were also significantly higher error or characteristics at some sites. For example, there were far from homopolymer and the quality score was very low. We suggested that there were some difference among genome region.

By using this algorithm, we could detect sites including errors and classify reads into original genomes. In the case of this sample, we suggested that the mixed genome were very close, so that segregating sites were not many. However, classified reads were not searched as closely related species. This indicates this sample didn’t include more than one species, but the genome had some polymorphism.

In this study, we used a raw data of HAdV on Ion PGM. But this algorithm would be applied to other platforms and species.

<table>
<thead>
<tr>
<th>Species</th>
<th>Reads</th>
<th>Reads Used</th>
<th>Reads mapping</th>
<th>Mean length</th>
<th>Mean quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAdV B</td>
<td>34,027</td>
<td>32,458</td>
<td>95.40%</td>
<td>246.8</td>
<td>27.04</td>
</tr>
</tbody>
</table>

In this study, we mapped reads to the reference genome for assembling. However, this algorithm only needs the frequency of bases and does not need the information of position on the genome. Thus, we may remove the restriction of necessity of reference genome and influence of mapping tool’s error for future work.
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Amino Acid Exchangeability and Disease-causing Ability in Human Beta Globin Gene
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Abstract- The effect of amino acid changes on phenotypes, whether particular mutations cause disease or not, became important in therapeutic medical investigations. Many studies have been carried out considering the information about evolutionary conservation, stability of the protein, or physiochemical properties of amino acids to understand the relationship between mutations and their consequences. In order to understand the relationship, we focus on the human beta globin gene (HBB). HBB is an important subunit along with alpha subunit and composes hemoglobin protein, which plays a vital role in humans as it transports oxygen and other gases throughout a body. Disorders in HBB are one of the most frequently observed genetic diseases in humans, where many mutations have been reported at almost every amino acid site. In this report, we try to elucidate the relationship between disease causality and properties of amino acid changes, in order to understand the reason behind the cause of hereditary genetic diseases like beta thalassemia. We found that physiochemical property of amino acid changes plays the most important role for predicting disease causality in HBB, yet complex relationship between physiochemical groupings does exist.
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I. INTRODUCTION

Globin protein family, is a large and well-studied family that has widely distributed in many organisms. Vertebrates have different types of hemoglobin in different stages of life. Disorders of the Hemoglobin are one of the most common inherited diseases in humans. Many mutations in almost every amino acid position in alpha-globin and beta-globin, which effect for the structural and functional behaviors of hemoglobin in humans have been reported. For instance, sickle cell disease and thalassemia can be found as genetic diseases in some populations. A database to study about the hemoglobin variants is Globin Gene Server (http://globin.cse.psu.edu/). Total or partial absence of beta-globin causes beta thalassemia, the most common thalassemia variant in a human population, where the malaria was epidemic [1].

Evolutionary conservation is a key to understand disease causality of amino acid changes in genomes. However, in some cases, evolutionary information is not sufficient to understand the disease causality. In such situations, structural and functional stability of the protein structure, physiochemical properties such as polarity, hydrophobicity and the size of the amino acids can be accountable to a better prediction.

II. MATERIALS AND METHODS

A. Protein structure

Three variables, protein stability, residue depth, and distance to iron molecule were measured using a protein structure in PDB database (PDB accession: 2DN1).

Although proteins with a sufficient stability in their native state function well and will have an identical fitness, a mutation could destabilize the both functional and structural behavior of the protein [3]. We used FoldX software to predict the change of stability [6]. Residue depth represents solvent exposure of the amino acid residues and indicates whether a specific site is buried in the space of protein structure or exposed to the surface [6]. As the hemoglobin is all about metal binding and gas transportation throughout the human body, heme pocket is the important feature of each globin proteins. We measured the distance to iron molecule from each amino acid site [6].

B. Miyata’s classification of amino acids

Amino acids grouping was used to understand the relationship of amino acid exchangeability towards disease causality. Miyata’s classification represents the distance between groups of amino acids. This measurement was used as a variable to predict the disease causality [2].

C. Evolutionary conservation

Protein sequences of vertebrate HBB were obtained from Ensembl, which has an automated pipeline for retrieve genes and annotation based on protein and mRNA evidence in UniprotKB and NCBI RefSeq databases, along with manual annotation from the VEGA/Havana group [4]. To evaluate the evolutionary conservation level, Shannon entropy value was calculated using a multiple sequence alignment, based on a reconstructed gene tree of 30 vertebrates including, mammals (20), aves (3), reptiles (2), amphibians (1), bony fishes (3) and chondrichthyes (1) [8].

D. Logistic regression analysis

We applied logistic regression analysis to predict disease causality of amino acid changes in HBB [7]. Five independent variables were selected considering the evolutionary conservation, structure stability, and the physiochemical properties.
III. RESULTS AND DISCUSSION

Through searching databases and literatures, we identified 1685 mutations in human HBB. Among them, 1135 were synonymous mutations and 525 were non-synonymous mutations. Out of 525 non-synonymous mutations, 230 are known to cause disease such as beta thalassemia and sickle cell anemia.

Table 1: P-values obtained in the logistic regression analysis using five independent variables.

<table>
<thead>
<tr>
<th>Amino acid exchangeability</th>
<th>G1</th>
<th>G2</th>
<th>G3A</th>
<th>G3B</th>
<th>G4A</th>
<th>G4B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type amino acid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1</td>
<td>No data</td>
<td></td>
<td>No data</td>
<td>No data</td>
<td>No data</td>
<td>100%</td>
</tr>
<tr>
<td>G2</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>60%</td>
<td></td>
</tr>
<tr>
<td>G3A</td>
<td>No data</td>
<td></td>
<td>No data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G3B</td>
<td>No data</td>
<td></td>
<td>95%</td>
<td>100%</td>
<td>65%</td>
<td>75%</td>
</tr>
<tr>
<td>G4A</td>
<td>No data</td>
<td>100%</td>
<td>95%</td>
<td>100%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>G4B</td>
<td>100%</td>
<td>100%</td>
<td>65%</td>
<td>100%</td>
<td>75%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Figure 1: Amino acid exchangeability pattern of the dataset. Colors represent the disease (yellow) and non-disease (blue). The number represents the success rate of the prediction.

Amino acid exchangeability of disease causing mutations based on physiochemical groupings have shown a complex but consistent pattern, including exceptional amino acid changes of non-disease causing mutations. This realized pattern requires comprehensive realization of observed exceptional amino acid changes to improve its accuracy. In future, these consequences could be applied to improve the modern medical investigations such as predict disease causality of new mutations or therapeutic designing.

IV. CONCLUSION

Simple concept of physiochemical properties of amino acids effectively predict disease causality of HBB than evolutionary conservation. Logistic regression analysis suggested along with physiochemical properties structural stability are influential to disease causality only combined with the solvent exposure.
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**I. INTRODUCTION**

Bottle gourd *Lagenaria siceraria* is one of the oldest cultivated plants. In Mexico, ancient rind of the gourds were found at Guila Naquitz site dated back to 10k BP [1]. In Japan, ancient bottle gourd seeds were found at Lake Biwa site dated back to 9.6k BP [2]. On the other hand, the oldest African archaeological record dated back merely to 4,000 years in Egypt [3], although Africa is considered as the origin because all wild relatives are found exclusively in this continent [4, 5]. In regard to American bottle gourd origin, two hypotheses had been proposed. Erickson *et al.* (2005) concluded that ancient Asian gourds were brought to Americas by Paleoindians based on two chloroplast INDELs and one SNP [6]. Kistler *et al.* (2014) reported that ancient African bottle gourds had arrived in Americas based on whole chloroplast DNA sequences [7]. Results of Kistler *et al.*, however, had inconsistent INDELs pattern in terms of subtype classification result of Erickson *et al.* Therefore, we analyzed both chloroplast and nuclear DNAs to clarify the origin and propagation route of American bottle gourds.

**II. METHODS**

**A. Seed samples**

The following seed samples were provided by Hiroshi Yuasa who collected them from local tribes at each site. In total there were thirty-nine Asian, twenty-four African, ten New Guinean, and nine American specimens. In addition, two Japanese samples (#J1 and #J2) were purchased from Takii Nursery Company and Ohta Nursery Company, respectively.

**B. DNA extraction**

Of the 70 seed samples, 46 germinated in ten days following rhizogenesis. DNA was extracted from the leaves after one month using the CTAB method [8]. For 14 samples, DNA was extracted directly from the seeds using a DNA Suisui-L Kit (Rizo Co., Ltd.).

**C. DNA sequencing**

DNA samples were sequenced by Hokkaido System Science Co., Ltd. using a BigDye Terminator v 3.1 Cycle Sequencing Kit, ABI PRISM 3130 Genetic Analyzer and ABI PRISM 3730 DNA Analyzer. The samples were sequenced using the dideoxy chain termination method.

**D. Classification by variants**

Because the probability insertions/deletions (INDELs) are lower than the probability of the SNPs, we assumed that the variations in these sequence are important. Therefore, in this study, we first evaluated INDELs and then evaluated SNPs.

**III. RESULT**

**A. New primer design for PCR amplification**

A total of 1,644 nucleotide sequences of the Cucurbitaceae species were downloaded from GenBank and clustered using BLASTClust to yield 28 alignments, which included at least five sequences. We selected variable DNA regions within the same species to design nine PCR primers.

Among nine PCR primers designed, we successfully amplified DNA fragments using seven primer sets (*trnL-trnF, rpl20-rps12, matK, rbcL, 18S rRNA, 18SrRNA upstream region and GLY*). As a result, we used two primers (matK, 18SrRNA upstream region) which variable among samples and five ready-made primers (*trnC-trnD, trnS-trnG, BOP19_35, BR01_19 and LSR088*) for PCR amplification.

**Insertion/Deletions (INDELs) and Single Nucleotide Polymorphisms (SNPs) for sub-classification of African and Asian types**
The INDELS in the trnC-trnD and trnS-trnG clearly classified samples into Asian and African subtypes, with the exception of #518 Ethiopia specimen being classified as Asian. For three chloroplast DNAs and four nuclear DNAs, SNPs also clearly classified samples into Asian and African types. Exceptionally, Ethiopian sample showed Asian types for BOP19_35, matK and trnC-trnD. #371 New Guinea possessed the African-specific SNP and #366 New Guinea possessed the heterozygous African/Asian SNP for 18SrRNA upstream region.

B. Nuclear sequences from the American samples contained African and Asian variants, except the Guatemalan gourd.

All of the American samples contained the African type of the chloroplast trnS-trnG and trnC-trnD region, except #277 Guatemala and #309 Mexico, which possessed the Asian type. All of the American samples also contained African type of chloroplast SNPs except #277 Guatemala and #309 Mexico, which possessed the Asian type. For nuclear SNPs, all of the American samples also showed hybrid type except #277 Guatemala which showed pure Asian type. For LSR088 and 18SrRNA upstream region, all American samples showed Asian type. For BR01, all American samples showed African type except #277 Guatemala. For BOP19_35, five American samples showed Asian type and the remaining three American samples showed African type (Fig. 1).

IV. DISCUSSION

The chloroplast INDELS and SNPs clearly separated the samples into Asian and African types. These results are consistent with the result of Erickson et al. [6].

The Ethiopian samples possessed Asian types of the chloroplast INDELS. These results are consistent with phylogenetic tree of Kistler et al. [7] and suggest that the East African gourds from Ethiopia propagated to Asia.

Chloroplast INDELS separated American samples into Asian and African subtypes except Mexico and Guatemalan samples. In nuclear DNA analysis, all American specimens were hybrids except one Guatemalan was pure Asian type, no pure African subtype was found. The African variants found in the American gourds suggest that the American gourds propagated from Africa. It can be speculated that American bottle gourds were brought from Africa by slave ships since the 16th century rather than by ocean current, since the rind of the wild ancestor of bottle gourds appear too fragile to cross the Atlantic Ocean. Furthermore our samples were derived from the in-tribe grown and that no wild species were found in America. Therefore Asian variants found in the American gourds would suggest the ancient transmission to America predates by human carriage from Asia, rather than direct floating from Africa.

V. CONCLUSION

1. The chloroplast INDELS and SNPs clearly separated the samples into Asian and African types.
2. INDELS data suggested that the East African gourds from Ethiopia propagated to Asia. Our results are consistent with the result of Erickson et al. [6].
3. Hybrid American bottle gourds and pure Asian type Guatemalan gourds suggests American gourds were derived from Asia by human carriage.
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